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ABSTRACT 
 

This study investigates the impact of region-specific regulatory approaches on the use of deepfake 
technology within the entertainment industry, focusing on the United States, European Union, and 
China. Using data from the World Bank and OECD on regulatory quality and rule of law, the study 
employs a quantitative methodology that includes multivariate regression, chi-square tests, and 
logistic regression. Key findings reveal that while U.S. and EU regulations prioritize transparency 
and individual rights, China adopts a state-centered approach emphasizing social stability. 
Verification protocols in traditional media significantly enhance public trust (p < 0.001), while 
compliance costs support economic stability but slightly diminish trust. Social media platforms like 
YouTube and TikTok demonstrate robust content moderation policies, aligning more closely with 
regulatory expectations than Facebook and Twitter. The research highlights the influence of public 
opinion on regulatory effectiveness, noting its critical role in balancing innovation, ethical 
responsibility, and public trust. By examining the interplay of cultural, ethical, and economic factors, 
this study underscores the importance of harmonizing international regulations to mitigate the risks 
associated with deepfake technology. Recommendations include strengthening verification 
protocols, enhancing public digital literacy, and fostering global regulatory cooperation to create a 
framework that promotes innovation while safeguarding ethical standards. The findings offer 
valuable insights for policymakers, content creators, and media platforms navigating the 
complexities of AI-driven content in the digital age. 
 

 
Keywords: Deepfake regulation; artificial intelligence; entertainment industry; public trust; compliance 

costs; multivariate regression. 
 

1. INTRODUCTION 
 
The rapid rise of artificial intelligence (AI), 
especially through the advent of deepfake media, 
has introduced both new opportunities and 
substantial challenges, particularly within the 
entertainment sector. Initially celebrated for 
enhancing creative possibilities, deepfake 
technology has since come under scrutiny for its 
ability to produce highly realistic representations 
of individuals, often resulting to potential misuse 
and deception (Montasari, 2024). This 
technology employs deep learning to modify or 
create digital media, such as faces, voices, and 
gestures, which results in synthetic content that 
closely mimics reality. Gregory (2021) argues 
that deepfakes' capacity to blur the line between 
genuine and manipulated media has made the 
technology a focal point in a complex regulatory 
environment, where maintaining a balance 
between creative freedom and protections 
against misuse is essential. This study 
addresses a critical gap in understanding the 
implications of deepfake regulations on content 
creation within the entertainment industry. By 
focusing on the regulatory approaches of the 
United States, European Union, and China, the 
research offers a comparative analysis of how 
cultural, ethical, and economic factors shape 
policy development. Efforts to regulate deepfake 
technology have led social media, streaming 
platforms, and traditional media outlets to 

implement policies aimed at minimizing harm. 
Major platforms like Facebook, Twitter, and 
TikTok have introduced measures to detect and 
remove harmful deepfake content in response to 
both national and international pressures 
(Wakefield, 2021). In the U.S., these platforms 
are guided by the Malicious Deep Fake 
Prohibition Act, which requires the removal of 
maliciously intended media. Streaming services 
such as YouTube have adopted similar policies, 
deterring deceptive deepfakes through 
monetization restrictions by penalizing or 
demonetizing violative content. Traditional 
media, dedicated to maintaining journalistic 
integrity, has raised editorial standards, 
incorporating verification protocols to preserve 
societal trust. Additionally, practices like 
disclosure and labelling help differentiate real 
content from AI-generated media, allowing 
audiences to better assess the accuracy of the 
information (Knott et al., 2024). 
 
Universally, responses to deepfakes highlight a 
developing regulatory landscape shaped by 
varied cultural, social, and economic influences. 
The EU’s General Data Protection Regulation 
(GDPR), though not explicitly targeting 
deepfakes, offers privacy protections that 
stresses the ethical need for consent when using 
an individual’s likeness in AI-generated                 
media (Hoofnagle et al., 2019). These findings 
are vital for guiding international regulatory 
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harmonization, fostering public trust, and 
promoting ethical standards in the use of AI-
driven technologies. By highlighting the interplay 
between compliance practices, public trust, and 
economic stability, the research underscores the 
transformative potential of well-structured 
regulations in fostering a responsible and 
sustainable entertainment industry. The 
upcoming Digital Services Act builds on this by 
mandating that major platforms monitor and 
remove harmful synthetic content, prioritizing 
transparency and user safety (Eurojust, 2022). 
China’s regulatory strategy focuses on social 
stability, requiring clear labelling of deepfake 
content to prevent public unrest and aligning with 
a state-centred model of information oversight. In 
contrast, the United States adopts a more 
decentralized approach, using state-specific 
regulations like California’s AB602 and AB730 to 
combat malicious deepfake use, yet lacking a 
cohesive federal policy (Metwally, 2019). 
 
In the entertainment industry, creators face a 
regulatory environment that demands strict 
adherence to complex compliance standards and 
ethical responsibilities. Legal system on 
intellectual property, data protection, and 
authorization are increasingly limiting how 
deepfake technology can be used. Noti-Victor 
(2024) suggests that creators are now expected 
to ensure transparency, obtain permissions for 
synthetic representations, and disclose any AI-
generated elements in their work as a means of 
maintaining public trust, and while these 
regulations pose creative and logistical 
challenges, they promote responsible content 
production, helping to preserve public trust and 
prevent misuse. Ethical issues often emerge, 
especially when deepfakes are used without 
consent, such as in synthetic pornography. In 
response, countries like South Korea and the 
United Kingdom have introduced laws to protect 
individual rights and dignity, highlighting the need 
for regulatory measures to address these ethical 
concerns (Mania, 2022). All platforms and 
creators must use deepfake technology 
responsibly, ensuring it fosters creative 
innovation rather than deception. Traditional 
media, grounded in journalistic principles, has 
adopted stricter verification and disclosure 
measures to prevent misinformation, preserving 
credibility in the face of growing synthetic           
media. Legal repercussions for the malicious 
distribution of deepfakes further emphasize                  
the importance of regulatory compliance                
and the need for responsible use (Montasari, 
2024). 

Recent legislative developments highlight the 
social, economic, and ethical aspects of 
regulating deepfakes. Allyn (2024) points out that 
California’s AI Safety Bill (SB 1047), which has 
gained significant support in Hollywood, reflects 
the entertainment industry's recognition of the 
risks posed by unregulated AI, including 
deepfakes; the American Civil Liberties Union 
(ACLU) has raised concerns about overly 
restrictive deepfake laws, calling for a balanced 
approach that protects free speech while 
preventing harm to individuals. Legal disputes, 
such as Voicify’s case over AI-generated music, 
emphasize the challenges of preserving 
intellectual property rights in the age of synthetic 
media. These cases highlight the urgent need for 
carefully crafted regulatory frameworks that 
foster innovation while maintaining ethical 
standards and legal protections (ACLU, 2022). 
Public perception of deepfakes has evolved, 
reflecting a growing awareness of their potential 
risks. Studies show a dramatic surge in deepfake 
videos online, with an estimated 550% increase 
since 2019, and approximately 96% of these 
involve non-consensual pornographic content 
targeting women (Ramirez & Andrada, 2024; 
Evans, 2023). This reality highlights the urgent 
need for regulatory action as public concern 
intensifies. Surveys reveal that only 30% of 
individuals are confident in identifying 
manipulated media, while around 77% support 
stronger legal measures to prevent misuse 
(Weikmann et al., 2024; Evans, 2023). 
 
As deepfake technology continues to evolve, 
ongoing dialogue among policymakers, 
technology companies, content creators, and the 
public will be crucial in developing frameworks 
that protect creative freedoms while preventing 
misuse. This discussion highlights the need to 
balance the transformative potential of deepfakes 
with ethical oversight, ensuring that AI-driven 
innovations in content creation strengthen public 
trust and protect individual rights (Al-kfairy et al., 
2024a). This study seeks to examine the 
regulatory landscape surrounding Deepfake AI 
usage in content creation within the 
entertainment industry, exploring the impact of 
these regulations across social media, streaming 
platforms, mass media, and their adoption in 
diverse international contexts, with the following 
objectives: 
 

1. Assesses the global regulatory 
approaches to deepfakes, comparing the 
approaches of the United States, the 
European Union, and China, examining 
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the specific laws, policies, industry 
standards, and their effectiveness in 
curbing the misuse of synthetic media 
across international borders. 

2. Analyzes the specific regulatory 
frameworks governing deepfake 
technology on social media and 
streaming platforms, including their 
scope, enforcement, and implications for 
content creators in terms of challenges 
faced, opportunities created, and ethical 
considerations. 

3. Investigates the compliance 
requirements and limitations imposed by 
deepfake regulations on traditional mass 
media outlets, with particular attention to 
journalistic integrity and public trust. 

4. Evaluates the broader social, ethical, 
and economic implications of deepfake 
regulations on the entertainment 
industry, particularly regarding creative 
freedom, public awareness, and industry 
adaptation. 

5. Proposes recommendations for future 
policy development and industry best 
practices to balance the potential 
benefits of deepfake technology with the 
need to mitigate its risks and harms. 

 

2. LITERATURE REVIEW 
 
As deepfake technology rapidly advances, the 
United States, European Union, and China have 
each introduced regulatory frameworks tailored 
to their unique socio-political, economic, and 
cultural contexts. In the U.S., regulation has 
primarily developed at the state level, with 
California leading efforts through legislation like 
AB602 and AB730 (Metwally, 2019). As stated 
by Birrer and Just (2024), these laws specifically 
target the non-consensual and politically 
manipulative use of deepfakes, including 
prohibitions on unauthorized media in 
pornography and the spread of misleading 
political content (Sobel, 2024; Adigwe et al., 
2024). Nevertheless, without a cohesive federal 
framework, state-level initiatives have limitations 
in effectively addressing deepfake misuse 
nationwide (Chawki, 2024; Akinola et al., 2024). 
As a result, federal proposals like the 
DEEPFAKES Accountability Act aim to establish 
uniform protections emphasizing individual rights, 
especially against identity misrepresentation and 
non-consensual media use, as Murray (2024) 
explains. Additionally, the entertainment industry 
has actively contributed to this regulatory push, 
with bipartisan initiatives like the NO FAKES Act, 

which is supported by prominent artists, and 
California’s AI Safety Bill (SB 1047), both 
addressing exploitation risks associated with AI 
in entertainment (Maddaus, 2024; Alao et al., 
2024). 
 
Conversely, the European Union has taken a 
more centralized and comprehensive approach 
to regulation, embedding deepfake governance 
within its broader policies on AI and digital 
content (Nanni et al., 2024; Arigbabu et al., 
2024). The EU’s Artificial Intelligence Act and 
Digital Services Act (DSA) impose strict 
transparency requirements, mandating clear 
labeling of synthetic media to ensure that viewers 
can identify its artificial origin (Krack et al., 2022; 
Arigbabu, Olaniyi, Adigwe, et al., 2024). The 
European Commission (2021) suggests that 
these regulations are consistent with the EU’s 
established data privacy system, and is 
strengthened by the General Data Protection 
Regulation (GDPR), which requires deepfake 
creators to obtain consent for likeness use, 
thereby enhancing privacy protections and 
discouraging unauthorized media manipulation. 
However, some critics argue that these strict 
policies could stifle creativity in the entertainment 
industry by imposing substantial compliance 
burdens on content creators (Gavrilova et al., 
2022; Deng & Chen, 2023; Asonze et al., 2024). 
 
China’s regulatory approach, spearheaded by 
the Cyberspace Administration’s Deep Synthesis 
Regulation, emphasizes social stability and 
control over misinformation. As Hemrajani (2023) 
notes, this regulation requires clear labeling of 
synthetic media and restricts content creation to 
enforce accountability, highlighting China’s 
preference for a centralized, state-managed 
digital framework. While this approach seeks to 
limit the spread of false information, it 
significantly restricts creative freedom, 
preventing Chinese content creators from fully 
exploring the artistic possibilities of deepfake 
technology. While China’s model represents a 
government-centered regulatory strategy that 
prioritizes social order over individual autonomy, 
it, contrasts with the more individual-focused 
approaches seen in the U.S. and EU (Jin & 
Shao, 2024; Gbadebo et al., 2024). These 
regulatory strategies highlight various national 
priorities in managing deepfake technology: the 
U.S. emphasizes criminalization and individual 
rights, the EU prioritizes transparency and data 
privacy, and China focuses on social control. As 
deepfake technology continues to evolve, 
international cooperation may be essential for 
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regulatory alignment, helping to address its 
cross-border impacts and encourage responsible 
use (Jin & Shao, 2024; Braine, 2020; Matheus et 
al., 2021; Joeaneke et al., 2024). 
 

2.1 Deepfake Regulations Across Social 
Media and Streaming Platforms 

 

Social media and streaming platforms’ regulatory 
approaches to deepfake content illustrate the 
intricate balance between content moderation, 
ethical accountability, and freedom of 
expression. In accordance with Malik, Surbhi, 
and Roy (2024), platforms like Facebook, Twitter, 
and TikTok have enacted policies aimed at 
addressing harmful deepfakes, requiring either 
removal or labelling to alert users to manipulated 
media. Facebook’s policy, for example, bans 
synthetic media specifically designed to mislead 
the public, with a focus on politically sensitive 
content. Similarly, Twitter uses labels to flag 
potentially misleading media, while TikTok 
applies explicit labels to AI-generated content to 
promote transparency in user interactions 
(Vaccari & Chadwick, 2020; TikTok, 2019; 
Joeaneke et al., 2024). However, Shao et al. 
(2022) argues that the swift advancement of AI 
complicates detection, as increasingly 
sophisticated algorithms create highly realistic 
modifications that current AI tools struggle to 
accurately identify. 
 

These detection challenges are further 
complicated by ongoing discussions about the 
implications for free speech (Prakash et al., 
2021; Yang et al., 2022; John-Otumu et al., 
2024); the American Civil Liberties Union (ACLU) 
contends that strict deepfake regulations could 
violate First Amendment rights, especially when 
synthetic media is used for satire, parody, or 
commentary (ACLU, 2022). According to Al-
kfairy et al. (2024b), this viewpoint emphasizes 
the importance of balancing protection against 
misinformation with the preservation of creative 
expression. Scholars supporting the ACLU’s 
position suggest that platforms should carefully 
balance harm prevention with maintaining 
diverse voices in digital spaces, to avoid 
censoring lawful content (Baik & Sridharan, 
2023; ACLU, 2022; Joseph, 2024). Additionally, 
these regulations impose ethical responsibilities 
on content creators, who must navigate platform 
guidelines to avoid unintended penalties. These 
platforms are increasingly urging creators to 
disclose their use of AI, a practice that, according 
to Gao et al. (2023), promotes transparency but 
may also decrease user engagement due to 
caution surrounding synthetic media. 

Streaming platforms like YouTube adhere to 
similar regulatory frameworks, with community 
guidelines that explicitly ban content intended to 
mislead or harm viewers, especially in political 
and financial contexts. As noted by Moreno 
(2024), YouTube utilizes AI systems to detect 
and flag deepfake content, emphasizing its 
commitment to responsible media consumption. 
Additionally, monetization policies serve as a 
deterrent, as content that violates deepfake 
guidelines risks demonetization or exclusion from 
ad revenue, thus encouraging creators to follow 
ethical standards (Tan, 2022; Malik et al., 2024). 
However, Knott et al. (2024) points out that 
relying on automated detection raises concerns 
about accuracy, as these systems sometimes 
produce false positives, flagging legitimate 
content, which highlights the need for ongoing 
improvements in moderation tools to guarantee 
accurate and equitable content management. 
 
Together, these regulatory initiatives 
demonstrate the adaptive strategies that social 
media and streaming platforms use to manage 
deepfake risks (Montasari, 2024; Ogungbemi et 
al., 2024). According to Park and Rohatgi (2024), 
while these platforms aim to control harmful 
content, maintaining a delicate balance between 
regulation, ethical responsibility, and freedom of 
expression is crucial. All these challenges 
emphasize the need for strong, flexible 
frameworks to address the impact of deepfake 
technology, particularly as authenticity and 
transparency become increasingly important in 
the digital landscape. 
 

2.2 Deepfake Regulations in Mass Media 
and Traditional Journalism 

 
The rise of deepfake technology has posed 
significant challenges for mass media and 
traditional journalism, leading to the 
implementation of stricter verification protocols 
and reinforced editorial standards to maintain 
public trust. News organizations are increasingly 
utilizing a blend of manual and automated 
methods to verify content authenticity, 
particularly in sensitive areas like political 
reporting (Thomson et al., 2020; Okon et al., 
2024). According to Spyropoulos et al. (2023), 
digital forensics tools, which analyzes metadata 
and identify visual inconsistencies, are now often 
paired with human oversight to improve accuracy 
and reduce misinformation; these verification 
processes are deemed vital to journalistic 
integrity, ensuring that audiences receive 
trustworthy information amid growing risks of 
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digital manipulation (Sharma & Rout, 2024; 
Olabanji et al., 2024). Transparency and 
disclosure practices are crucial for promoting 
informed media consumption. Garon (2023) 
argues that many media organizations require 
clear labeling of synthetic media, particularly in 
historical or documentary contexts where 
deepfake technology might reconstruct past 
events or present hypothetical scenarios. This 
practice helps viewers distinguish between 
genuine and manipulated content, fostering more 
informed judgments about authenticity (Thomas, 
2024; Oladoyinbo et al., 2024). Supporting this 
push for transparency, the European Union’s AI 
Act has formalized labeling requirements, 
however, Allan et al. (2021) notes that achieving 
global consistency in these standards remains 
difficult due to differing regulatory landscapes, 
which affect enforcement. 
 

The Voicify case, a legal dispute between a UK-
based start-up and the British Phonographic 
Industry (BPI), highlights the intellectual property 
challenges posed by deepfake technology 
(Business Matters, 2024; Olaniyi, 2024). Voicify’s 
AI-generated music, which mimics the voices of 
famous artists, has sparked debate over whether 
existing copyright laws are adequate for 
regulating AI-driven content creation (Business 
Matters, 2024; Olaniyi, 2024; Thomson et al., 
2020). Cooke (2024) argues that while Voicify 
defends its technology as a form of creative 
expression, the BPI contends it violates artists' 
rights and calls for regulatory action against 
unauthorized replication of likenesses. This case 
reflects broader legal and ethical issues, 
emphasizing the need for systems that balance 
innovation with intellectual property protections in 
AI (Abdallah & Salah, 2023; Olaniyi et al., 2024). 
 

Deepfake regulations also impact journalistic 
practices, prompting organizations to re-evaluate 
standards for source verification and ethical 
reporting (Farouk & Fahmi, 2024; Olaniyi et al., 
2023). While disclosure protocols improve 
accuracy, they can also restrict creative freedom, 
especially when AI is used responsibly in 
contexts like historical reconstructions or 
narrative illustrations (Cheong et al., 2024; 
Olaniyi, Omogoroye, et al., 2024). de-Lima-
Santos et al. (2024) observes that although these 
limitations may seem restrictive, regulatory 
bodies in both the U.S. and EU emphasize the 
importance of transparency in enhancing public 
awareness, allowing a clearer understanding of 
AI’s role in media without undermining 
journalistic integrity. The emergence of deepfake 
technology requires a rethinking of journalistic 

standards, prompting media organizations to 
implement thorough verification and 
transparency protocols (Kothari & Cruikshank, 
2021; Olaniyi, Ugonnia, et al., 2024). The Voicify 
case illustrates the conflict between creative 
expression and intellectual property rights, 
emphasizing the legal and ethical implications of 
synthetic media (Abdallah & Salah, 2023; Olateju 
et al., 2024). 
 

2.3 Broader Social, Ethical, and 
Economic Implications of Deepfake 
Regulations 

 

The rise of deepfake technology has sparked 
significant social, ethical, and economic 
concerns, requiring comprehensive supervisory 
approaches to preserve public trust, protect 
individual rights, and manage industry growth. 
Farouk and Fahmi (2024) contend that socially, 
deepfake regulations play a critical role in 
shaping public perceptions of media authenticity. 
Research shows that only about 30% of 
individuals are confident in distinguishing real 
content from manipulated media, creating 
challenges for media organizations that rely on 
audience trust (Weikmann et al., 2024; Luo et al., 
2020; Olateju, Okon, Olaniyi, et al., 2024), and 
as a result, regulations requiring the disclosure 
and labeling of synthetic media aim to address 
this trust deficit. However, without consistent 
enforcement, these measures may fall short of 
restoring public confidence, as audiences remain 
wary of the potential for digital manipulation 
(George & George, 2023; Salami et al., 2024). 
To tackle this skepticism, public education 
campaigns have become crucial tools for 
improving media literacy (Dame Adjin-Tettey, 
2022; Samuel-Okon et al., 2024). Farouk and 
Fahmi (2024) propose that awareness initiatives, 
such as media literacy programs focused on 
deepfake technology, can enhance detection 
accuracy by over 40%, enabling individuals to 
make informed decisions about content 
authenticity, while DiGiacomo et al. (2023) 
argues that while these programs bolster digital 
resilience, policymakers contend that education 
alone cannot fully counter the rapid evolution of 
synthetic media. Therefore, a balanced approach 
that combines regulation with public awareness 
is recommended to promote responsible media 
consumption. 
 

Ethically, deepfakes raise complex issues 
surrounding privacy and consent; the illegal use 
of an individual’s likeness in synthetic media can 
violate privacy, damage reputations, and lead to 
potential legal disputes. Florea and Esteves 
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(2023) argue that consent should be a 
fundamental requirement, in line with principles 
of individual autonomy, as supported by 
regulations like the European Union’s GDPR, 
which mandates consent for the use of personal 
data in synthetic content. However, some caution 
that strict approval requirements may hinder 
creative expression, especially when deepfake 
technology is used for satire or artistic purposes. 
This is a conflictual issue, because it emphasized 
the need to balance creative freedom with ethical 
responsibility, as content creators navigate the 
fine line between innovation and respecting 
personal rights (Thongmeensuk, 2024; Samuel-
Okon, Olateju, et al., 2024). 
 
Economically, deepfake technology has 
presented both opportunities and difficulties, 
transforming market dynamics within the media 
and entertainment industries. The rising demand 
for synthetic media has drawn significant 
investment, with projections indicating that the 
AI-driven content market could surpass $79 
million by 2024 (Davis, 2024). Alcántara et al. 
(2024) notes that while deepfakes hold 
commercial potential in advertising, visual 
effects, and personalized content, regulatory 
restrictions on platforms like YouTube limit 
monetization, as non-compliant content faces 
demonetization or removal. As a result, creators 
must strike a balance between profitability and 
adherence to ethical principles, shaping content 
production in a digital economy increasingly 
shaped by platform policies. The financial 
dangers associated with deepfakes also 
encompass insurance and liability concerns, as 
companies face claims related to privacy 
violations and defamation (Delfino, 2024; Selesi-
Aina et al., 2024). This has led to the 
development of specialized insurance policies for 
AI-related risks; however, the high costs of these 
policies may make it difficult for smaller creators 
to acquire coverage, highlighting disparities in 
the industry’s ability to manage deepfake risks. 
These social, ethical, and economic factors 
emphasize the interconnectedness of deepfake 
regulation, highlighting the need for flexible 
policies to address the evolving challenges 
posed by synthetic media (Farouk & Fahmi, 
2024). 
 

2.4 Future Directions and 
Recommendations for Deepfake 
Policy Development 

 
Future policy development on deepfake 
technology should emphasize international 

collaboration to tackle the global challenges 
posed by synthetic media. Research indicates 
that discrepancies between national regulations 
hinder effective enforcement on international 
platforms, as content frequently originates from 
multiple jurisdictions (Jenny, 2021; Chapdelaine 
& McLeod Rogers, 2021; Haggart & Keller, 
2021). A unified international structure could 
foster accountability by establishing consistent 
disclosure practices and shared compliance 
standards to reduce the spread of harmful 
deepfakes. Experts suggest that cooperation 
among major economies is essential to 
effectively limit misuse, while also respecting 
regional differences in media freedom, thus 
creating a more integrated regulatory approach 
(Huang et al., 2024; Nguyen & Tran, 2023; 
Wolniak & Stecuła, 2024). 
 
Setting ethical standards for content creators is 
crucial to promote responsible use of deepfake 
technology, Pickering (2021) argues that 
protocols focusing on transparency and informed 
consent would help creators navigate ethical 
dilemmas while adhering to platform policies 
designed to uphold public trust. Clear disclosure 
of AI-generated content is essential for 
minimizing deception, raising audience 
awareness, and clarifying the responsibilities of 
creators in managing the potential risks 
associated with synthetic media. Policymakers 
must strike a balance between fostering 
innovation and ensuring public safety by 
implementing flexible regulations that adapt to AI 
advancements without stifling creativity. 
Lescrauwaet et al. (2022) contends that an 
adaptive regulatory approach, shaped by 
cooperation among policymakers, industry 
experts, and civil society, will facilitate both 
ethical and technological progress within 
responsible limits. By adopting a multi-
stakeholder framework, regulatory standards can 
effectively address the complex challenges 
posed by deepfake technology, promoting 
innovation while ensuring accountability. This 
flexible, collaborative approach highlights the 
need for sustainable deepfake regulation, 
creating a digital environment that upholds 
individual rights and ethical standards 
(Lescrauwaet et al., 2022). 
 

3. METHODOLOGY 
 
This study applied a quantitative approach to 
assess how deepfake regulations impact content 
creation across social media, streaming 
platforms, and traditional media. Regulatory data 
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was collected from the World Bank’s Governance 
Indicators and OECD’s Regulatory Policy 
Outlook, by focusing on “Regulatory Quality” and 
“Rule of Law,” it enabled cross-country 
comparisons among the United States, European 
Union, and China. Transparency reports from 
Facebook, Twitter, YouTube, and TikTok 
provided data on flagged and removed content, 
allowing a quantitative compliance analysis with 
deepfake regulations. Verification and public trust 
data were sourced from the Reuters Institute and 
EBU, while economic and public opinion data 
were gathered from the World Bank, ILO, and 
Statista. 
 
To compare regulatory rigor, descriptive statistics 
and cross-country comparisons were calculated. 
Each region’s regulatory quality score was 
standardized using: 
 

𝑍 =
𝑋 − 𝜇

𝜎
 

 
where Z is the standardized score, XXX the 
observed regulatory quality, μ\muμ the mean, 
and σ\sigmaσ the standard deviation. Content 
moderation trends on social media and 
streaming platforms were analyzed via time-
series and correlation analyses. The Pearson 
correlation coefficient, representing the 
relationship between flagged content volume and 
platform characteristics, was calculated as: 
 

𝑟 =
∑(𝑋𝑖 − 𝑋‾)(𝑌𝑖 − 𝑌‾) 

√∑(𝑋𝑖 − 𝑋‾)2∑(𝑌𝑖 − 𝑌‾)2
 

 

where X and Y represent variables such as 
flagged content volume and user base size. 
For traditional media, a chi-square test assessed 
the relationship between compliance practices 
(e.g., verification protocols, labeling) and public 
trust: 
 

𝜒2 = ∑
(𝑂 − 𝐸)2 

𝐸
 

 

where O denotes observed frequencies and E 
expected frequencies. Additionally, a logistic 
regression model examined compliance 
practices’ impact on public trust: 
 

𝑙𝑜𝑔𝑖𝑡(𝑝) = 𝑙𝑛 (
𝑝

1 − 𝑝
) = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 

 

where p is the probability of public trust, β0 the 
intercept, and β1, β2…βn are coefficients for 
predictors like labelling practices and verification 
standards. 

To analyze social, ethical, and economic 
impacts, a multivariate regression was conducted 
with public trust, economic stability, and 
compliance costs as dependent variables. 
Independent variables included regulatory 
stringency, AI content prevalence, and public 
opinion scores, as shown in: 
 

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 + 𝜖 
 
where Y denotes a dependent variable (e.g., 
public trust), β0 is the intercept, β1, β2, …, βn are 
coefficients, and ϵ is the error term. 
 

4. RESULTS  
 
This analysis evaluates the regulatory 
approaches of the United States, the European 
Union, and China in relation to deepfake 
technology governance, focusing on the 
dimensions of Regulatory Quality and Rule of 
Law. The study aims to quantify and compare the 
regulatory rigor in each region to understand how 
these measures might influence the 
management of deepfake content across 
borders. 
 
The quantitative assessment reveals distinct 
contrasts in regulatory effectiveness among the 
three regions. Table 1 summarises the mean and 
standard deviation scores for Regulatory Quality 
and Rule of Law, which were derived from World 
Bank and OECD datasets. 
 
The U.S. demonstrates the highest levels of both 
Regulatory Quality (1.5) and Rule of Law (1.3), 
suggesting a robust framework potentially suited 
to effectively regulate emerging technologies like 
deepfakes. The EU shows similarly high, yet 
slightly lower scores, with Regulatory Quality at 
1.2 and Rule of Law at 1.0. These values reflect 
a structured, transparency-focused approach that 
aligns with European Union directives on AI and 
digital governance. By contrast, China displays 
negative values (-0.5 for Regulatory Quality and -
0.7 for Rule of Law), indicating a regulatory 
system focused more on state control than on 
transparency or individual autonomy. 
 
The scatter plot (Fig. 1) further illustrates the 
relationship between Regulatory Quality and 
Rule of Law across these regions, emphasizing 
the clustering of the U.S. and EU at higher levels 
of governance quality compared to China. The 
line connecting the points highlights the strength 
of regulatory measures in both the U.S. and EU, 
where higher regulatory quality aligns closely 
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with robust rule enforcement. In contrast,  
China’s positioning suggests less alignment 
between regulatory quality and rule of law, 
reflecting a regulatory model with distinct 
priorities. 
 
In the grouped bar chart (Fig. 2), the stark 
differences in scores are visually reinforced, with 

the U.S. and EU outperforming China on both 
regulatory dimensions. The chart highlights how 
both regions have embraced a regulatory model 
aimed at supporting transparency and legal 
adherence, while China’s model reflects a focus 
on social stability and control, potentially 
impacting its effectiveness in managing nuanced 
digital issues like deepfake content. 

 
Table 1. Comparative summary of regulatory quality and rule of law by region 

 

Indicator U.S. EU  China Mean Standard Deviation 

Regulatory Quality 1.5 1.2 -0.5 0.733 1.079 
Rule of Law 1.3 1.0 -0.7 0.533 1.079 

 

 
 

Fig. 1. Scatter plot of regulatory quality and rule of law 
 

 
 

Fig. 2. Grouped bar chart of regulatory quality and rule of law by region 
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These findings emphasize the importance of a 
balanced regulatory approach that aligns both 
regulatory quality and rule of law to manage the 
risks and opportunities presented by deepfake 
technology. This contrast sets a foundation for 
further investigation into how these regulatory 
differences shape platform policies, compliance 
strategies, and public trust across each region. 
 

4.1 Analyzing Social Media and 
Streaming Platform Regulations 

 

This analysis assesses the effectiveness of 
major social media and streaming platforms such 
as Facebook, Twitter, YouTube, and TikTok, in 
moderating deepfake content by evaluating the 
responsiveness of flagged content being 
removed over time. 
 

The results highlight distinct trends in content 
moderation effectiveness across platforms. Table 

2 provides a summary of the total flagged and 
removed deepfake content volumes for each 
platform over a three-year period, along with the 
overall correlation result, which reflects the 
strength of the relationship between flagged and 
removed content. 

 
The data in Table 2 reveal that YouTube and 
TikTok lead in flagged content, with YouTube 
removing 2,885 thousand instances and TikTok 
removing 3,107 thousand, indicating robust 
content moderation on these platforms. Twitter 
and Facebook follow closely, showing consistent 
detection and removal rates but at a slightly 
lower scale. The high overall correlation of 0.89 
between flagged and removed content suggests 
that, across all platforms, increased detection 
aligns closely with higher removal rates, 
reflecting effective moderation practices industry-
wide. 

 
Table 2. Summary of total flagged and removed deepfake content by platform and overall 

correlation 
 

Platform Total Flagged Content 
(Thousands) 

Total Removed Content 
(Thousands) 

Correlation 
(Flagged vs 
Removed Content) 

Facebook 2,509 2,305 0.89 
 Twitter 2,778 2,524 

YouTube 3,180 2,885 
TikTok 3,480 3,107 

 

 
 

Fig. 3. Cumulative flagged and removed deepfake content across all platforms 
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Fig. 4. Quarterly time series of flagged and removed deepfake content by platform 
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The stacked line chart in Fig. 3 shows the 
cumulative flagged and removed content across 
all platforms over time, demonstrating an overall 
upward trend in both flagged and removed 
content. This cumulative trend indicates that 
platforms are collectively enhancing their 
detection and removal efforts to address flagged 
deepfake content. The consistent rise in removal 
rates closely following flagged content aligns with 
increasing industry responsiveness to regulatory 
pressures, supporting an overall trend towards 
more active moderation. 
 
Fig. 4 displays a quarterly time series and 
grouped bar chart comparing flagged and 
removed content across platforms, highlighting 
distinct moderation patterns. YouTube and 
TikTok exhibit high alignment between flagged 
and removed content, reflecting proactive real-
time moderation. Conversely, Facebook and 
Twitter show moderate increases in flagged 
volumes with lower removal rates, suggesting 
varied thresholds for content removal. These 
differences underscore TikTok and YouTube’s 
more active policies and support the study’s goal 
of assessing regulatory effectiveness across 
platforms, offering insight into evolving content 
moderation practices. 
 

4.2 Investigating Compliance in 
Traditional Media 

 
This analysis examines the impact of compliance 
practices in traditional media on audience trust, 
focusing on the influence of verification protocols 
and labeling of synthetic media. 
 
The results reveal a significant association 
between compliance practices and audience 
trust. Table 3 presents the outcome of the chi-
square test, which demonstrates a statistically 
significant relationship between the presence of 
verification protocols and public trust in 
journalism, indicating that verification efforts play 
a critical role in fostering audience confidence. 
 
The logistic regression analysis further 
underscores the role of verification protocols. As 
shown in Table 4, verification protocols have a 
significant positive coefficient (1.33, p < 0.001), 
suggesting that their presence substantially 
increases the likelihood of high trust in traditional 
media. Although labeling compliance also has a 
positive coefficient (0.48), it is not statistically 
significant, indicating that while labeling practices 
are beneficial, they are not as impactful as 
verification protocols in promoting public trust. 

Table 3. Chi-square test result for association 
between compliance practices and audience 

trust 
 

Test p-value 

Chi-Square Test 0.000053 

 
The odds ratio bar chart in Fig. 5 provides a 
visual interpretation of the logistic regression 
results. The odds ratio for verification protocols is 
notably above 1, underscoring its strong 
association with increased trust. The confidence 
intervals indicate a statistically significant impact 
of verification, while the odds ratio for labeling 
compliance, though positive, shows a wider 
confidence interval, aligning with the lower 
significance level observed in the regression 
results. 
 
The dot plot in Fig. 6 illustrates the predicted 
probabilities of high trust based on different 
combinations of compliance practices. The 
probability of high trust is highest when both 
verification and labeling compliance are         
present, indicating that these practices together 
bolster public trust in traditional media’s handling 
of digital manipulation. The plot clearly shows 
that verification protocols alone result in a 
substantial increase in trust, reinforcing their 
critical role. 
 
These findings highlight that compliance 
practices, particularly verification protocols, 
significantly enhance public trust in traditional 
media. These insights provide valuable direction 
for traditional media in reinforcing public trust 
through effective compliance measures. 
 

4.3 Evaluating Social, Ethical, and 
Economic Implications 

 
To evaluate deepfake regulations' social, ethical, 
and economic impacts on the entertainment 
industry, a regression analysis examined how 
compliance costs, AI content prevalence, and 
public opinion scores affect public trust and 
economic stability. The Public Trust Model  
(Table 5) reveals that compliance costs slightly 
reduce trust (coefficient = -0.10, p 0.001), 
possibly due to perceptions of resources being 
diverted from content quality. While AI content 
prevalence shows a positive but statistically 
insignificant association with trust (0.36), public 
opinion scores significantly boost trust (0.62, p < 
0.001), underscoring the strong influence of 
favourable public sentiment on confidence in the 
sector. 
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Table 4. Logistic regression results for compliance practices influencing public trust 
 

Variable Coefficient Standard error z-value p-value 

Verification Protocol 1.326486 0.327300 4.052810 0.000051 
Labeling Compliance 0.479829 0.323858 1.481606 0.138445 

 

 
 

Fig. 5. Odds ratio of compliance practices on public trust 
 

 
 

Fig. 6. Predicted probability of high trust by compliance practices (Dot plot) 
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Table 5. Regression results for factors influencing public trust 
 

Variable Coefficient Standard Error t-value p-value 

Compliance Costs -0.10 0.03 -3.31 0.001 
AI Content Prevalence 0.36 0.25 1.46 0.145 
Public Opinion Scores 0.62 0.03 17.87 < 0.001 

 

 
 

Fig. 7. Interaction plot of compliance costs and public opinion on predicted public trust 
 

Table 6. Regression results for factors influencing economic stability 
 

Variable Coefficient Standard Error t-value p-value 

Compliance Costs 0.41 0.03 13.53 < 0.001 
AI Content Prevalence 0.31 0.25 1.27 0.207 
Public Opinion Scores 0.22 0.03 6.26 < 0.001 

 
The interaction plot in Fig. 7 illustrates how 
compliance costs impact public trust at different 
public opinion levels. Public trust tends to 
decrease as compliance costs rise, but higher 
public opinion scores mitigate this effect, 
suggesting that positive public sentiment can 
offset the potential negative perception of high 
compliance costs. 
 
In the Economic Stability Model (Table 6), 
compliance costs positively impact economic 
stability, with a coefficient of 0.41 (p < 0.001), 
indicating that investment in regulatory 
compliance aligns with greater financial 
resilience in the sector. AI content prevalence, 
although positive (0.31), does not significantly 
impact economic stability (p = 0.207), suggesting 
that while AI contributes to economic resilience, it 
is not a decisive factor. Public opinion scores 
enhance economic stability, with a significant 
coefficient of 0.22 (p < 0.001), underscoring the 

role of favorable public perceptions in promoting 
financial sustainability. 
 
The coefficient plot in Fig. 8 provides a 
comparative view of the estimated effects for 
each variable across both models, highlighting 
the consistent positive influence of public opinion 
scores on both public trust and economic 
stability. Compliance costs show a mixed impact, 
being positive for economic stability but slightly 
negative for public trust. 
 
The analysis reveals that compliance costs, AI 
content prevalence, and public opinion each play 
distinct roles in shaping public trust and 
economic stability in the entertainment sector. 
These findings indicate that the industry should 
prioritize maintaining positive public perceptions 
while balancing regulatory compliance 
investments to maximizYEEe both trust and 
economic stability. 
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Fig. 8. Coefficient plot for public trust and economic stability models 
 

5. DISCUSSION 
 
The findings of this study emphasize the 
complexity of regulating deepfake technology in 
the entertainment sector, showcasing diverse 
approaches across the United States, the 
European Union, and China that reflect distinct 
cultural, political, and ethical imperatives. The 
United States' high levels of regulatory quality 
and rule of law (Table 1) suggest a strong 
institutional foundation that can effectively 
address emerging technological challenges, 
aligning with arguments by Montasari (2024) on 
the need for robust frameworks to manage 
deepfake risks. The EU's regulatory approach, 
while slightly less strict than that of the U.S., 
emphasizes transparency and individual rights, 
as highlighted in the Artificial Intelligence Act and 
Digital Services Act (European Parliament, 
2023). This aligns with the EU’s commitment to 
safeguarding personal privacy within digital 
governance frameworks, as argued by Krack et 
al. (2022). In contrast, China's lower regulatory 
quality and rule of law scores reflect a 
governance model focused on social stability and 
control, echoing Hemrajani's (2023) observations 
on China's emphasis on state-centered 
information management. These differences 
highlight the importance of tailoring deepfake 
regulations to regional priorities, where 
transparency and legal adherence in Western 

contexts contrast with China's prioritization of 
social order. 
 
The analysis of social media and streaming 
platforms reveals significant advancements in 
moderating deepfake content, with a high overall 
correlation between flagged and removed 
content (Table 2), suggesting effective 
moderation efforts across major platforms. This 
high alignment is evident in YouTube and 
TikTok, which display robust removal rates in 
response to flagged content, demonstrating 
responsive policies in line with increased 
regulatory pressures (Fig. 4). However, platforms 
like Facebook and Twitter exhibit lower removal 
rates relative to flagged content, indicating that 
varying content moderation standards may 
influence their efficacy. These results parallel 
findings by Malik, Surbhi, and Roy (2024), who 
noted the distinct policies employed by each 
platform in managing harmful content. The 
results further suggest that platforms with stricter 
detection and removal policies, such as YouTube 
and TikTok, achieve greater alignment with 
regulatory expectations, supporting the argument 
by Park and Rohatgi (2024) on the importance of 
adaptable frameworks in moderating AI-
generated media. Thus, as platforms enhance 
their moderation practices, they contribute to a 
more responsible digital ecosystem that balances 
free expression with harm prevention, addressing 
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ethical concerns raised by Baik and Sridharan 
(2023) on censorship and diverse expression. 

 
In the context of traditional media, compliance 
practices appear to have a marked impact on 
public trust. The chi-square test and logistic 
regression results reveal that verification 
protocols significantly enhance audience 
confidence in journalistic content, aligning with 
Spyropoulos et al. (2023), who argue that 
transparency and verification protocols reinforce 
public trust in journalism. The significant odds 
ratio for verification protocols (Table 4) highlights 
the weight that audiences place on verified 
information in an era of digital manipulation. 
Labeling compliance, while beneficial, showed a 
lesser impact, suggesting that while audiences 
value disclosure practices, the presence of strict 
verification standards is more central to trust-
building, as suggested by Sharma and Rout 
(2024). Fig. 6 further illustrates this trend, with 
predicted probabilities of high trust rising most 
notably when both verification and labeling 
compliance are present. These findings reinforce 
Garon’s (2023) stance on the necessity of 
labeling for informed media consumption, though 
verification protocols evidently carry greater 
influence over public perception. 

 
Evaluating the social, ethical, and economic 
implications of deepfake regulations reveals 
nuanced interactions between compliance costs, 
AI content prevalence, and public opinion. 
Compliance costs, which negatively impact 
public trust but bolster economic stability (Table 
5), suggest a perceived trade-off where 
audiences may view high regulatory 
expenditures as diverting resources from creative 
quality (Davis, 2024). The interaction plot (Fig. 7) 
elucidates how positive public opinion mitigates 
the adverse effect of compliance costs on trust, 
underscoring the importance of favourable public 
sentiment for maintaining confidence in regulated 
media environments. To mitigate these biases, 
multiple strategies were employed. Data sources 
were cross-verified to ensure reliability, 
comparing transparency reports from platforms 
like YouTube, Facebook, and TikTok against 
independent audits. Standardized measures, 
such as the World Bank’s Governance Indicators 
and OECD’s Regulatory Policy Outlook, ensured 
uniformity in evaluating regulatory quality and 
rule of law across regions. Robust statistical 
techniques were applied to minimize the impact 
of outliers, and sensitivity tests were conducted 
to assess the stability of findings, further 
ensuring the rigor and reliability of the analysis. 

Public opinion’s positive influence on both public 
trust and economic stability, as reflected in the 
regression results, underscores the centrality of 
audience perception, corroborating findings by 
Farouk and Fahmi (2024) on the trust-enhancing 
role of public sentiment. AI content prevalence, 
while positively associated with both outcomes, 
showed a lesser influence, aligning with Gao et 
al. (2023) who suggest that while audiences 
appreciate AI-enhanced media, trust is more 
deeply influenced by ethical considerations and 
transparency. In this context, compliance 
practices that engage positively with public 
sentiment while ensuring regulatory adherence 
may best support a sustainable entertainment 
sector. 
 

6. CONCLUSION AND RECOMMENDA-
TION 

 

This study reveals the necessity of region-
specific regulatory approaches for managing 
deepfake technology within the entertainment 
sector, highlighting cultural, ethical, and 
economic factors that inform policies in the 
United States, European Union, and China. The 
U.S. and EU show high alignment between 
regulatory quality and rule of law, favouring 
transparency and individual rights, while China 
emphasises state control for social stability. 
Social media and streaming platforms vary in 
their effectiveness, with platforms like YouTube 
and TikTok showing strong alignment with 
regulatory expectations. In traditional media, 
verification protocols significantly enhance public 
trust, underscoring the importance of 
transparency. Compliance costs and public 
opinion critically influence industry trust and 
stability, demonstrating that well-designed 
regulations can foster both trust and economic 
resilience. Therefore, the following are 
recommended: 
 

1. Strengthen international regulatory 
alignment to ensure consistency in 
transparency, labeling, and compliance, 
addressing the global impact of deepfake 
content and enhancing cross-border trust. 

2. Emphasize verification protocols in media 
as a priority over labeling, reinforcing 
public trust by ensuring high standards of 
authenticity and reliability in traditional 
journalism. 

3. Enhance AI-driven detection on social 
media platforms for more effective real-
time moderation of deepfake content, 
supporting proactive compliance with 
regulatory standards. 
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4. Expand public digital literacy initiatives to 
empower audiences in recognizing 
manipulated media, thus promoting a more 
informed, resilient public in an AI-
enhanced media environment. 
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